Simulating Soft Tissues using a GPU approach of the Mass-Spring Model
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ABSTRACT

The recent advances in the fields such as modeling bio-mechanics of living tissues, haptic technologies, computational capacity, and virtual environments have created conditions necessary in order to develop effective surgical training and learning methods. Simulation environments for surgical training have no limitations on the number of times a procedure can be executed, and most importantly have no risk to patients. Moreover, these simulations allow for quantitative evaluation of a surgeon’s performance, leading to the ability to create performance standards in order to determine a surgeon’s current surgical expertise.

Virtual simulators need to meet two requirements in order to be useful in a training environment: good interactivity (real-time FPS) and high realism. The most expensive computational task in a surgical simulator is that of the physical model. The physical model is the component responsible to simulate the deformation of the anatomical structures and the most important factor in order to obtain realism.

In this paper we present a novel approach to virtual surgery. The novelty comes in two forms: specifically a highly realistic mass-spring model, and a GPU based technique, and analysis, that provides a nearly 80x speedup over serial execution and 20x speedup over CPU based parallel execution.


1 INTRODUCTION

The current model of learning and training in laparoscopic surgery is based on new surgeons observing and gradually participating in laparoscopic procedures, taking active roles depending on their experience [1]. Unlike open surgery, Minimally Invasive Surgery (MIS) requires the development of different skills due to the lack of haptic and indirect visual feedback [2]. This makes it necessary to develop new training methods for MIS. In this context, virtual reality has arisen in the last decade as a tool for the development of surgical training environments.

Nevertheless, these systems must face a trade-off between the realism and the real-time performance of the surgical simulator.

When considering workload and computation for a surgery simulator the largest computational task is that of simulation of the deformation of the anatomical structures due to collision with surgical instruments. There has been several techniques proposed to improve the performance in terms of simulation of the deformation phase. Some authors have chosen to implement simplistic physical models [3], others have relied on expensive configurations of multi-core hardware and complex physical models [4]. However, these approaches have drawbacks, such as high computational cost, slow interactivity, and low realism with respect to the deformation phenomenon [5].

In recent years, the advent of programmable graphical processing unit (GPU), has allowed for the use of the computational power for general purposes programming on the GPU (GPGPU), such as calculating the deformation of anatomical structures in the surgical simulator [6]. Similarly, the recent release of the CUDA framework [7], from Nvidia, has provided more accessible programming, and implementation, of GPGPU-based calculations on the GPU. Due to the above reasoning, and the high degree of parallelization possible within the calculation of the mass-spring model, these methods are a perfect candidate to be implemented on the GPU, fulfilling the requirements of a surgical simulator.

Currently, there are some implementations of the mass-spring model on the GPU using OpenGL superbuffers, using different types of data structures [8] and applying different approaches of the algorithm to solve the model [9]. However, these methods lack the ability to use specialized shared-memory on the GPU, available through CUDA, where a substantial speedup can be obtained. Recently, in [14] was explored the use of CUDA for simulating deformable objects using the mass-spring model. Basically, in this paper was considered two types of data structures, one is called implicit and another is called explicit. Explicit data structure is very similar to what we propose in this article. Moreover, the implicit data structure uses a three-dimensional grid to store the data of the neighborhood between the particles to facilitate the use of shared memory. Our approach differs from the proposed in [14] particularly in two respects. The first is the deployment of a hybrid approach that uses shared and coalescence memory in order to increase the speed-up. In the second, we present a comparative study between the CPU-based with the GPU-based approaches, analyzing variables such as computational error, runtime and speed-up.

In general, in this paper serial and parallel CPU–based approach were implemented to compute the real-time deformation of the anatomical structures with an acceptable resolution using a mass-spring model. Then, the CUDA framework was used for the implementation of the algorithm on the GPU, analyzing the obtained speed-up depending on the application of different types...
of available memory. And finally, an experimental test was carried out to compare the performance achieved by each of the proposed algorithms, serial, CPU based parallel, and GPU approaches.

2 MATERIALS AND METHODS

2.1 Data Structure of the Physical Model in the Surgical Simulator

The surgical simulator developed in the Virtual Reality Laboratory of EAFIT University [10] has a specific data structure to load the tridimensional models and apply the calculation of the deformation. Figure 1 shows the data structure of the deformable object representation in the surgical simulator.

In general, a deformable object is composed by a set of points connected together to form triangles and edges, and these are grouped into a single geometrical surface of the object. A vertex is composed of two points, a point that contains the information of the previous positions (previous frame) and information that contains the current position (current frame), these are used to calculate the deformation. The vertices are connected by an edge, and are arranged such that three vertices joined by three edges form a triangle, so that two adjacent triangles share an edge and two vertices.

2.2 Overview of the Mass-Spring Model and Serial Approach

In order to determine the interactions among objects in a virtual surgery environment, an algorithm that takes into account deformable objects is necessary. To accomplish this objective we implemented a physical model based on the mass-spring method. The next explanation is based on the work published by Brown et al. [11]. This model represents the deformable object by a tridimensional mesh \( M \), of \( n \) nodes \( N_i(i = 1, \ldots, n) \) connected by links \( L_{ij} \) such as \( i, j \in (1, \ldots, n) \) and \( i \) is different to \( j \). Each node is mapped to a specific point of the object, so that the displacements of the nodes characterize the deformation of the object. The nodes and links on the object’s surface can be triangles or tetrahedra, in our case, the surface is triangulated. The physical model is represented in Figure 2.

The mechanical properties (viscoelasticity) of the object are described by constants stored in the nodes and links of \( M \). A mass \( m_i \) and a damping coefficient \( C_i \) are associated with each node \( N_i \), and a stiffness \( K_{ij} \) is associated with each link \( L_{ij} \). The internal force between two nodes \( N_i \) and \( N_j \) is shown in equation 1.

\[
\vec{F}_{ij} = -K_{ij}(\Delta_{ij}\vec{n}_{ij})
\]

where,

\[
\Delta_{ij} = l_{ij} - r_{ij}
\]

\( \Delta_{ij} \) is the current length of the link minus its resting link, and \( \vec{n}_{ij} \) is the unit vector pointing from \( N_i \) toward \( N_j \). The stiffness \( K_{ij} \) may be constant or a function of \( \Delta_{ij} \). In either case, \( \vec{F}_{ij} \) is a function of the vectors coordinates \( x_i \) and \( x_j \) of \( N_i \) and \( N_j \). This representation can describe objects that are nonlinear, non-homogeneous, and anisotropic. At any time \( t \), the deformation and motion of \( M \) is described by a system of \( n \) differential equations, each expressing the motion of a node \( N_i \):

\[
m_i\vec{a}_i + c_i\vec{v}_i + \sum_{j \in \sigma(i)} \vec{F}_{ij}(\vec{x}_i, \vec{x}_j) = m_i g + \vec{F}_{ext}^i
\]

where \( \vec{x}_i \) is the coordinate vector of \( N_i \); \( \vec{v}_i \) and \( \vec{a}_i \) are its velocity and acceleration vectors, respectively, \( m_i g \) is the gravitational force, and \( \vec{F}_{ext}^i \) is the total external force applied to \( N_i \). \( \sigma(i) \) denotes the set of indexes of the nodes adjacent to \( N_i \) in \( M \).

It is possible to reduce the complexity of Equation 3 considering the approach proposed on [11]. In this approach we assume that the velocity of the nodes is small enough so that the mesh achieves static equilibrium at each instant, that is, every frame of the simulation. This is a reasonable assumption for soft objects with relatively high damping parameters, which is the case for most human tissues.

We can then neglect the dynamic inertial and damping forces. In this way the shape of the mesh \( M \) is described by the following expression:

\[
\sum_{j \in \sigma(i)} \vec{F}_{ij}(x_i, x_j) = m_i g + \vec{F}_{ext}^i
\]

This system can be solved using an iterative solver method like Runge-Kutta or Newton, however we implemented a penalty solver algorithm most commonly used in surgical simulation, alike to Newton’s method. The following pseudocode describes the implemented method.

Algorithm to solve the quasi-static model

Get the current position of each node

While \( Cont < \delta \) then

For each \( i \in I \)

\( f_i \leftarrow \sum_{j \in \sigma_i} \vec{F}_{ij} - m_i g \)

\( x_i \leftarrow x_i + \alpha f_i \)

\( Cont = Cont + 1 \)

End For

End While

\( Cont \) is the current iteration of the solution system, \( \delta \) is the minimal iteration number to guarantee the convergence of the
method, in order to reach the equilibrium state. I denotes the set nodes of the mesh and \( \alpha \) is a convergence factor of the solution method.

Analyzing the complexity of the physical model algorithm we can define that the convergence of the method and the real-time performance depends on the number of nodes composing the mesh and the number of links to each node. Generally a node is linked to six another nodes, and the performance of the algorithm directly depends of the number of nodes. This means that if the mesh has a large number of nodes, the real time performance is hard to guarantee.

2.2.1 Parallel CPU–based Approximation of the Mass–Spring Model

In recent years, multi–core technologies have become very common and inexpensive. This situation has motivated the parallelization of the costly algorithms that require real-time performance, such as a physical models in the surgical simulation applications. For this reason, in this section we explore the parallelization of the algorithm described using a mesh with a large number of nodes.

The first task, when parallelizing a sequential algorithm, is to define the decomposition of the problem. The decomposition of the problem can be made in different levels, depending of the specific application. In general there is data decomposition, task decomposition, data and task decomposition (pipeline) and finally mixed solutions.

In our case, the algorithm presented in the last section applies the same operation to each node of the mesh. This operation consist of the calculation of the \( F_i \) (Internal Force of the node) to each node and the updating of the node position using the previous position, \( F_i \) is calculated as well as the convergence factor \( \alpha \). Taking this into account, the problem domain can be divided in a data level, where the grain size can be each node.

The algorithm can be parallelized making the computation of \( F_i \) and \( x_{i+1} \) in a parallel way to each node of the mesh. Figure 3, shows the graphical representation of the parallelization applied to the algorithm. Communication is needed to share information between nodes, because the algorithm is based on the summation of forces.

In order to implement the parallel algorithm we used the threading building blocks (TBB) [12] software library. This library offers the opportunity to avoid thread management. This will result in code that is easier to create, easier to maintain, and more elegant. Specifically, in the project it was necessary to parallelize the for loop in order to sweep the nodes of the mesh and compute the next position of each node. To accomplish this goal we used the template parallel for included in TBB. This template allows for the parallel execution of a fixed number of independent loop iterations.

2.3 GPU Approximation of the Mass–Spring Model

Next we describe the approaches implemented in the GPU to calculate the deformation using four different memory setups to store the data structure of the mesh.

2.3.1 Global Memory Implementation

In order to implement a GPU approach of the mass-spring model it is necessary to build a special data structure to copy the information of the mesh from the host memory to the device memory on the GPU. The data structure consists on three 1D arrays which are linked by the position of each point in the array. The first array called Positions contains the x, y and z coordinates, the mass and the boundary condition of each point. The second array called Neighbors has the neighbors of each point in the mesh and the third array called Length Rest contains the length rest of the each link in the mesh. In this implementation the data structure is stored in the global memory of the GPU. Figure 4, shows the data structure described above.

Once the data structure, in which information of the mesh will be stored, is defined, one must setup the decomposition of the problem to parallelize the computation of the deformation on the GPU. As with the parallel algorithm, described in the previous section, the algorithm implemented on the GPU will make a spatial decomposition of the problem, so that each thread in GPU computes the new position of a point in the mesh. In Figure 5, one can observe the spatial decomposition realized to implement the
algorithm in the GPU. In this example the mesh is composed of 12 points. In order for each thread to process a point, four blocks with four threads is used. Consequently, the number of blocks used depends on the number of points in the mesh.

For meshes with a large number of points, this approach can offer a great performance improvement, due to the high parallelization achieved in the calculation. However, the use of global memory to store the data structure may limit the performance by this approach due to high latency of reading and writing to global memory on the GPU, still far faster than CPU/Host memory.

To solve this problem, three additional approaches were considered: The first one makes use of the property of coalescence memory that holds the global memory, the second uses shared memory on the GPU to store the information of the processed points in each block. This minimizes the number of accesses made to global memory in order to read the position of the neighbors, an operation that is required to update each point of the mesh and the third simply combines the use of shared memory and the property of coalescence memory. These approaches are described next in the following section.

2.3.2 Coalescence Memory Implementation

By performing a simple modification of the data structure described before, it is possible to improve the performance of the algorithm implemented on the GPU. To this end, it is necessary to apply the concept of coalescence memory. Coalesced memory refers to property that the global memory of the GPU has been arranged in a way to allow memory access to the same DRAM page when multiple threads simultaneously access contiguous elements of memory [13]. In this way if it is possible to exploit this property of the global memory, it may somewhat reduce the impact produced by the long latency of reading and writing of the global memory.

For that reason, and in order to exploit this property of the global memory, the data structure described before was slightly modified, simply by organizing all information that will be accessed at the same time for each thread in a consecutive way in the memory. Figure 6 shows the new data structure.

The only difference between the data structure shown in figure 4 and in Figure 6, is the order in which data is stored. The schema presented in the Figure 6 ensures that the coordinates \(x, y, z\), the masses, boundary conditions, neighbors of each point and the rest length of each spring are consecutively stored in memory and in this way to favor the coalescence memory of the global memory.

2.3.3 Shared Memory Implementation

Other option for improving the performance of the algorithm is to use the shared memory of the GPU, which has writing and reading latency that is less than that of the global memory [13]. The idea of this approach is to copy the positions of points from the global memory to shared memory. Exploiting the characteristics of a neighborhood, and in this way to minimizes the accesses made to the global memory. However, this is only applicable if the information contained in the array is structured, i.e. if the neighbors of a specific point within the array, are also neighbors in the geometry of the mesh.

It was then necessary to make some modifications to the algorithm and the data structure. Similarly it was assumed that the maximum number of neighbors of any point on the mesh is 8.

Changes to the data structure are basically focused on how the neighbors of each point are stored. In the data structure implemented initially, for each point of the mesh, the number of neighbors and the indexes of each neighbor are stored, in this case the index is the position of a point in the array of points. In the new data structure each point has maximum eight neighbors, and to determine if there is a connection with each of these neighbors, values of 0 and 1 are used, where 1 refers to a connection and 0 otherwise. The reason to propose this new configuration of the data structure is to easily map the position of the points stored in the global memory to the shared memory of each block. Figure 7 presents an example showing the basic difference between the data structures used in the global memory implementation and the shared memory implementation.
Regarding the changes of the algorithm for the computation of deformation, an extra piece of code was added to determine the block and thread id. This was needed in order to determine what memory was needed to be copied from global to shared device memory. In general each thread of the block reads a point of the mesh and is copied to shared memory (squares inside red square in Figure 8), but for the calculation it is necessary to have access to the coordinates of the points around the block (squares outside red square in Figure 8), some threads of the block must copy these additional positions. Figure 8 shows how a block organizes the copy of data from the global memory to the shared memory; the colors represent the way in which threads of each block copy the information of the additional points from the global memory to shared memory.

### 2.3.4 Shared Memory + Coalescence Memory Implementation

Finally, the last implementation carried out, took advantage of the benefits in terms of performance offered by shared memory and the property of coalescence memory. For this purpose we combined the data structures used in each approach, i.e. shared and coalescence memory implementations, and we used the same algorithm implemented in the previous approach to copy the position of the points in the mesh from global memory to shared memory.

<table>
<thead>
<tr>
<th>Name</th>
<th>Triangles</th>
<th>Edges</th>
<th>Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh 1</td>
<td>450</td>
<td>704</td>
<td>256</td>
</tr>
<tr>
<td>Mesh 2</td>
<td>24642</td>
<td>37184</td>
<td>12544</td>
</tr>
<tr>
<td>Mesh 3</td>
<td>61250</td>
<td>92224</td>
<td>30976</td>
</tr>
<tr>
<td>Mesh 4</td>
<td>85698</td>
<td>128960</td>
<td>43264</td>
</tr>
</tbody>
</table>

### 3 Experimental Setup and Results

In order to compare the sequential, CPU-based parallel and GPU algorithms, an experimental test was developed. In the test several performance variables were measured, such as accuracy, time execution and speed-up.

In the case of CPU-based parallel implementation, several trials were conducted changing the number of threads. The experimental test was carried out in a machine with Intel processor Quad core (2.2 GHz) and 2 Gb of RAM memory. For the implementation in the GPU, the tests were conducted using a fixed block size for the different resolution meshes. The experimental test was carried out in a machine with a Nvidia GeForce 8800 GT GPU.

The simulation was composed of a triangular mesh. We used four meshes with different sizes, Table 1 shows the characteristics of the meshes. We believe using different size meshes is important because often researchers have problem specific meshes, and we wanted to show the scope of improvement on different sized meshes.

In order to conduct the experimental test, a perturbation on the physical model of the mesh, produced by the gravitational force, was applied. To avoid the fall of the mesh to the ground of the environment, the boundary nodes of the mesh were fixed to the initial position during the simulation. Figure 9 shows the visualization of the simulation setup used.

Figure 10 and 11 presents the results of the execution time obtained for each of the approaches described before versus the number of points are possessed by each of the meshes evaluated.

Additionally, figure 12 and 13 shows the speed-up achieved for each of the approaches and meshes evaluated during the
In addition to performing the experimental tests described previously we wanted to compare different implementations. Therefore, an experimental test was also carried out, in order to explore whether a relationship exists between the execution time of the algorithm implemented on the GPU and the block size used for spatial decomposition. The results of these experimental tests can be observed in Table 2.

Finally, a test was carried out to evaluate the accuracy of the GPU algorithm. The error was calculated from the difference between the position of each one of the nodes in the sequential algorithm and the GPU algorithm. Figure 14 shows the evolution of the error calculated between the GPU algorithm and the sequential algorithm while the simulation iterates, showing a relatively stable error rate, that most importantly, does not effect the visual simulation. This error is a result of the ordering of the iterations, the GPU versions of the algorithm are no less accurate because of the non-increasing and bounded error.

**4 CONCLUSIONS**

In this paper we explore various GPU implementations of the mass-spring model using the CUDA framework. The purpose was to compare the improvements offered by multi-core and GPU technologies and to explore to what extent they fulfill the current requirements of surgical simulators. In this way the results shown in Figure 10 and 11, allow one to conclude that the time execution of the CPU-based parallel algorithm decreases when compared to sequential time execution. Furthermore, the time execution of the CPU-based parallel algorithm approximately owns an equal relation to the sequential time divided by the number of threads, as it is established by the theoretical predictions. However, the number of CPUs required to reach the performance level of one GPU is unrealistic considering the ratio of flops/dollar. Likewise, it is clear that the approach made in the GPU requires a shortest time execution with respect to time spent by the implementations on the CPU (sequential and parallel). However, for very small
meshes, such as mesh1, the performance is similar to the one achieved by the approaches implemented in the CPU because in this case the kernel does not utilize the parallel powers of the GPU fully, basically not enough points in the mesh, therefore less GPU-cores are used, consequently the highly parallel GPU is not used effectively.

This same result is visible by analyzing Figure 12 and 13 where the speed-up of the CPU-based parallel and GPU algorithms can be observed. In this case, the higher speed-up was obtained with the implementation on the GPU that combines the use of shared memory and the property of coalescence memory. However, the methods that use shared memory, need a structured mesh to be implemented, this limits the implementation of such methods to only those with a structured mesh. The coalesced memory approach is very flexible since it can represent arbitrary geometry, and is the simplest strategy to be implemented.

Moreover, from Figure 10 and 11 it is possible to conclude that, if it is necessary to simulate the deformation of meshes with up to \( \approx 43K \) points for real time applications, the best option is to apply the approaches that use the GPU, since these can provide for a computation time less than 16\( \mu \)s and obtain an approximate update frequency of 60Hz. This frequency guarantees the interactivity of the simulation in a real-time surgical simulator. Whereas, the best CPU algorithm was 15x slower.

In the experimental test carried out to evaluate how block size, affects the time execution of the algorithm in the GPU, we can see that the larger the block size, the shorter the time execution of the algorithm, and therefore, better performance. This can be explained considering that the CUDA compiler, and thread scheduler, schedule the instructions as optimally as possible to avoid register memory bank conflicts. They achieve best results when the number of threads per block is a multiple of 64, i.e. in the experimental test with block size of 8 and 16. Additionally if the block size is larger, CUDA incurs a lower cost of scheduling to arrange the tasks of each of the threads as there are fewer blocks. However, after 64 threads are used we do not notice a large speedup. This is mainly because the mesh size was too small, if a larger mesh is used a more substantial speedup is seen.

With respect to the accuracy test of the GPU algorithm, it is possible to observe in Figure 14 that the error reached with this method is not considerably large, if it is considered that the error depends on the number of points in the mesh, and that in this case the mesh is evaluated with 10K points. Furthermore, in the solver algorithm used to calculate the deformation, one can observe that the result is highly dependent of the order in which each point is calculated, mainly due to the new position of the point depends on the current position of its neighbors and therefore, is not the same calculation, because it depends on if the neighborhood positions have already been calculated, or not. In this case, we can conclude that for use in a surgical simulation, the error is not sufficiently large to affect the visual perception of the surgeon during the simulation and is relatively stable.

Finally, regarding the approaches explored, in order to fulfill the performance requirements of a surgical simulator, only those implemented on the GPU, especially the approaches that make use of shared memory and property of memory coalescence of global memory. However, as mentioned above a problem that persists when a GPU approach using shared memory, is the need for a structured mesh (very common). Additionally, the approaches implemented on the GPU allow the real-time computation of the deformation in meshes with high degree of resolution, which logically results in a better realism of the visualization of the anatomical structures in the simulator.

5 Future Work

In future research we will have three purposes (i) improve the realism of physical model implemented to simulate the deformation. For this purpose we will implement a physical algorithm to guarantee the volume conservation of the deformable object. For example, using mass-spring model with a tetrahedral mesh or implementing special algorithms used in surgical simulation, the volume distribution method.(ii) implement an algorithm to improve the performance of the simulation. The algorithm presented before have some problems of performance, because it calculates the spring force several times for each point. We propose to evaluate an edge-centric approach to resolve this performance problem. This approach calculates the spring force once for point, avoiding redundant calculations, and should increase update frequency of the simulation. (iii) Incorporate the implementation realized to the complete surgical simulation system and carry out a experimental test to evaluate the performance of the algorithm using real surgical environments.
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